
Announcements

1

• Homework 5 Deadline extended to Friday (March 28, 11:59pm).

• No TA hours tomorrow, normal TA hours resume next week. 

• Your Full Proposal + Lit Review are due April 4th!



Guest Lecturer: Connor Mattson

Multi-Agent Reinforcement Learning

CS5955/CS6955: Advanced Artificial Intelligence, Spring 2025



What are Multi-Agent Systems?

3

EnvironmentAgent

𝑎 ∼ 𝜋 𝑎 | 𝑠

𝑟, 𝑠′

Recall our simple single-agent interaction loop! 



What are Multi-Agent Systems?
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EnvironmentAgent 0

Agent 1
Agent N. . .

What information is being 
passed along the red 

arrows?



Examples of Multi-Agent Applications
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Autonomous Driving
 + Traffic Control

UAVs + Drones Coordinated Robot Motion

Psychology + Sociology Human Multi-Robot Interaction
n-Player Games



Amazon Robotics

6Automation & Robotics

https://www.youtube.com/@warehouseautomationai


Why Study Multi-Agent Systems?

7

Some of humanities greatest feats are multi-agent problems! Robots/Agents should also possess these 
capabilities!

(we have a long way to go!)
Examples: 
Team Sports, Government, International Relations, Academic 
Research, Game Theory, Resource Allocation, etc.

Videos: Fox News, RoboCup



What are Multi-Agent Systems?
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EnvironmentAgent 0

Agent 1
Agent N. . .

What information is being 
passed along the red 

arrows?



What are Multi-Agent Systems?
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EnvironmentAgent 0
𝑎0 ∼ 𝜋0 𝑎 | 𝑜0

𝑟0, 𝑜0′

Agent 1
Agent N

𝑟𝑁 , 𝑜𝑁′

𝑎
𝑁

∼
𝜋

𝑁
𝑎

 |
 𝑜

𝑁

. . .

What do you notice?

Rewards?

Actions/Policies?

State/Observations?



How does MARL differ from single-agent RL?
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EnvironmentAgent 0
𝑎0 ∼ 𝜋0 𝑎 | 𝑜0

𝑟0, 𝑜0′

Agent 1
Agent N

𝑟𝑁, 𝑜𝑁′

𝑎
𝑁

∼
𝜋

𝑁
𝑎

 |
 𝑜

𝑁

. . .

Separate Reward Signals: Agent 0 and 
Agent 1 receive 𝑟0 and 𝑟1, respectively.   

Separate State Signals: Agent 0 and Agent 
1 receive 𝑜0′ and 𝑜1′, respectively.   

Separate Policies: 𝜋𝑖 can be different for 
each agent (so 𝑎𝑖 are different!)  

Communication: Agents can communicate 
with each other (if allowed)



Parallels to Single-Agent RL
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Same Desired Outcome: Policies that maximize an expected return.  

Assumptions: We don’t know transition dynamics but have reward signals.  

Same Definitions of Value: We can model/approximate V(s) and Q(s, a).  



MARL is often the expansion of Single-Agent RL to trickier problems!

12We could spend an entire semester talking about MARL! See NYU’s TR GY 8103.

Single-Agent 
Learning

Multi-Agent 
Learning

Behavioral Cloning Imitation-MA (2007)
Coord-MAIL (2017)

Advanced Behavioral 
Cloning

GMA-BC (2018)

Multi-Armed Bandits
Game Theory 
(Normal-Form 

Games)

Markov Decision 
Processes

Game Theory (Markov 
Games)

Exact Solutions for 
MDPs

MARL-Textbook

Value-Based RL MARL-Textbook

TD Learning MARL-Textbook

Single-Agent 
Learning

Multi-Agent 
Learning

Q-Learning IQL (1993)

DQN
MA-DQL (2015)

VDN (2017)
QMIX (2018)

Policy-Gradient
(REINFORCE)

Multi-Agent PG (2020)

A2C/A3C SEAC (2020)

PPO MAPPO (2022)

SAC Dec-SAC (2021)

DDPG MADDPG (2020)

Single-Agent 
Learning

Multi-Agent 
Learning

TD3 MA-TD3 (2020)

Model-Based RL MB-MARL (2022)

Offline RL MARL-IGL (2023)

RLHF MARLHF (2024)

Inverse RL MAIRL (2021)

LLM Agents Generative Agents 
(2023)

… …

https://emerge-lab.github.io/multi-agent-learning/
https://www.cs.cmu.edu/~mmv/papers/07aisb-sonia.pdf
https://proceedings.mlr.press/v70/le17a/le17a.pdf
https://www.stephanzheng.com/pdf/Zhan_Zheng_Lucey_Yue_Generative_Multi_Agent_Behavioral_Cloning.pdf
https://pdf.sciencedirectassets.com/782122/3-s2.0-C20210009561/3-s2.0-B9780323916981000145/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjELD%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJGMEQCIGfiJ3mpzrLr2sNh1PVsST2r4YBzoSRatNwHWa4ptYIKAiAAu3JSovognIymxoERIABvj4he4nl323Gwrx3lqdHhyiqzBQgZEAUaDDA1OTAwMzU0Njg2NSIMe7lh8yaMtLROWHe2KpAF7%2FX8%2BEXl8rxNO91gDM7RAd69mzXg1DUsnq8yahDGzv54GntmMAyQWqGsZ1hD5m12VOtRm4pHTwhspup36pKCK1dSAtVb7pqdClOuv3sNgUgPQADTCFUmw63288G2C2grmCngf2P%2FWSq6j3VBJoJpoNQbECVZbCFQaq86EjSFxrMxR18q8kGV75pcrrItPDL7N0j6kL1Ow9Vj4r8sxGqrBE%2F2kOd9RZJ0V%2B4CI4%2BX%2FIctZ2T%2Ff8sdzc9VV%2BfbQY7eK4VPoE4RcEi%2Bgv%2BYTUaOGOUkqauRWS9WvTl9NAGeV2kYQLkvLtX3A7IlXbG6%2FF4stH5BTcyb1ubTzhCetLAjM8lVtsaJXxSacyru0w1FCHr0LexStXgaCsmV9X0vmUtwRfx44ad7Oo%2BkMMUhu%2BLj29y0FCan7zskXF6BJNGMZY6knOPc4eFGTevR%2FL4Ky6HCuJ3tITEOT%2FVmlrLWOmv88eKJZB8u8nE%2BeGh1bezkBYDfvM6jUp2LPGLc6lWjMI%2BExpsli2IciaUiuDvUbbW%2BIKk6HYwxwAB%2FjuW%2FNK8pQUvtCCSLgqevvSK3pO43dioad70%2F4BuLejZXK6P5Vem6SlVVdbeAiwc7AH12eBjrFsCmzwwmBuWXpai3WaijBIhJKxoM9RS5SjetunDQVotWZXSH64gqxbjzreGU553%2BPwT%2FP64DhJX5cGrwRch9TPquAnXNeCnOF17H2vFiQu4BP%2BLM0wx8R9EIUefdEMD6GuLaTM7R3b0zQH3Zmcex87ITuzvTuY6SZ5XHQSR%2F6JOkr%2BpV6fHBUHMWDy6OMuVFOPuIyecQpO%2FYXAexdQfB9iyviERi9amPDtb1MyrTWueAgSpwWHc1RCOYLUUIaoLiPKAw05aLvwY6sgFGuT8q2zsqCXMokYzlQ5Khg4tfXZSeUcQw2f27v1mXkK8u%2FSYEyp%2BRq9ilGGKoyMCIPRgG4FpJpjMXs5VR5sKzNxJ3JEo7v%2FMiNDzeaF8ue%2FSyUJe0kRLlF2o1dVmSnGG%2BD4ImKelUpyFeS4P%2BYgBB0zG8s6yXvnIraGWrRVJ6U0owp69qdg%2FHlhKvA8rWT0GwP%2F%2FBgEn13%2ByGx7QiJEMUAsQJ0qCTuClZfFEYvwFiLGVs&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250325T161549Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYZO2DH6UF%2F20250325%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=6e0a8c868bc0b796fc02cd6d80750c2e779a43ffa90000c031ce8affaf273e9f&hash=11e324bf094e820b740cda55609dd1dec288ca402c54b72f51f4e9932f7833de&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=B9780323916981000145&tid=spdf-7aaaeff3-ad63-47bf-b71e-96ecdd69d343&sid=21f059f7210af447784bce7-749d89731d0dgxrqa&type=client&tsoh=d3
https://pdf.sciencedirectassets.com/782122/3-s2.0-C20210009561/3-s2.0-B9780323916981000145/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjELD%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJGMEQCIGfiJ3mpzrLr2sNh1PVsST2r4YBzoSRatNwHWa4ptYIKAiAAu3JSovognIymxoERIABvj4he4nl323Gwrx3lqdHhyiqzBQgZEAUaDDA1OTAwMzU0Njg2NSIMe7lh8yaMtLROWHe2KpAF7%2FX8%2BEXl8rxNO91gDM7RAd69mzXg1DUsnq8yahDGzv54GntmMAyQWqGsZ1hD5m12VOtRm4pHTwhspup36pKCK1dSAtVb7pqdClOuv3sNgUgPQADTCFUmw63288G2C2grmCngf2P%2FWSq6j3VBJoJpoNQbECVZbCFQaq86EjSFxrMxR18q8kGV75pcrrItPDL7N0j6kL1Ow9Vj4r8sxGqrBE%2F2kOd9RZJ0V%2B4CI4%2BX%2FIctZ2T%2Ff8sdzc9VV%2BfbQY7eK4VPoE4RcEi%2Bgv%2BYTUaOGOUkqauRWS9WvTl9NAGeV2kYQLkvLtX3A7IlXbG6%2FF4stH5BTcyb1ubTzhCetLAjM8lVtsaJXxSacyru0w1FCHr0LexStXgaCsmV9X0vmUtwRfx44ad7Oo%2BkMMUhu%2BLj29y0FCan7zskXF6BJNGMZY6knOPc4eFGTevR%2FL4Ky6HCuJ3tITEOT%2FVmlrLWOmv88eKJZB8u8nE%2BeGh1bezkBYDfvM6jUp2LPGLc6lWjMI%2BExpsli2IciaUiuDvUbbW%2BIKk6HYwxwAB%2FjuW%2FNK8pQUvtCCSLgqevvSK3pO43dioad70%2F4BuLejZXK6P5Vem6SlVVdbeAiwc7AH12eBjrFsCmzwwmBuWXpai3WaijBIhJKxoM9RS5SjetunDQVotWZXSH64gqxbjzreGU553%2BPwT%2FP64DhJX5cGrwRch9TPquAnXNeCnOF17H2vFiQu4BP%2BLM0wx8R9EIUefdEMD6GuLaTM7R3b0zQH3Zmcex87ITuzvTuY6SZ5XHQSR%2F6JOkr%2BpV6fHBUHMWDy6OMuVFOPuIyecQpO%2FYXAexdQfB9iyviERi9amPDtb1MyrTWueAgSpwWHc1RCOYLUUIaoLiPKAw05aLvwY6sgFGuT8q2zsqCXMokYzlQ5Khg4tfXZSeUcQw2f27v1mXkK8u%2FSYEyp%2BRq9ilGGKoyMCIPRgG4FpJpjMXs5VR5sKzNxJ3JEo7v%2FMiNDzeaF8ue%2FSyUJe0kRLlF2o1dVmSnGG%2BD4ImKelUpyFeS4P%2BYgBB0zG8s6yXvnIraGWrRVJ6U0owp69qdg%2FHlhKvA8rWT0GwP%2F%2FBgEn13%2ByGx7QiJEMUAsQJ0qCTuClZfFEYvwFiLGVs&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250325T161549Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYZO2DH6UF%2F20250325%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=6e0a8c868bc0b796fc02cd6d80750c2e779a43ffa90000c031ce8affaf273e9f&hash=11e324bf094e820b740cda55609dd1dec288ca402c54b72f51f4e9932f7833de&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=B9780323916981000145&tid=spdf-7aaaeff3-ad63-47bf-b71e-96ecdd69d343&sid=21f059f7210af447784bce7-749d89731d0dgxrqa&type=client&tsoh=d3
https://pdf.sciencedirectassets.com/782122/3-s2.0-C20210009561/3-s2.0-B9780323916981000145/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjELD%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJGMEQCIGfiJ3mpzrLr2sNh1PVsST2r4YBzoSRatNwHWa4ptYIKAiAAu3JSovognIymxoERIABvj4he4nl323Gwrx3lqdHhyiqzBQgZEAUaDDA1OTAwMzU0Njg2NSIMe7lh8yaMtLROWHe2KpAF7%2FX8%2BEXl8rxNO91gDM7RAd69mzXg1DUsnq8yahDGzv54GntmMAyQWqGsZ1hD5m12VOtRm4pHTwhspup36pKCK1dSAtVb7pqdClOuv3sNgUgPQADTCFUmw63288G2C2grmCngf2P%2FWSq6j3VBJoJpoNQbECVZbCFQaq86EjSFxrMxR18q8kGV75pcrrItPDL7N0j6kL1Ow9Vj4r8sxGqrBE%2F2kOd9RZJ0V%2B4CI4%2BX%2FIctZ2T%2Ff8sdzc9VV%2BfbQY7eK4VPoE4RcEi%2Bgv%2BYTUaOGOUkqauRWS9WvTl9NAGeV2kYQLkvLtX3A7IlXbG6%2FF4stH5BTcyb1ubTzhCetLAjM8lVtsaJXxSacyru0w1FCHr0LexStXgaCsmV9X0vmUtwRfx44ad7Oo%2BkMMUhu%2BLj29y0FCan7zskXF6BJNGMZY6knOPc4eFGTevR%2FL4Ky6HCuJ3tITEOT%2FVmlrLWOmv88eKJZB8u8nE%2BeGh1bezkBYDfvM6jUp2LPGLc6lWjMI%2BExpsli2IciaUiuDvUbbW%2BIKk6HYwxwAB%2FjuW%2FNK8pQUvtCCSLgqevvSK3pO43dioad70%2F4BuLejZXK6P5Vem6SlVVdbeAiwc7AH12eBjrFsCmzwwmBuWXpai3WaijBIhJKxoM9RS5SjetunDQVotWZXSH64gqxbjzreGU553%2BPwT%2FP64DhJX5cGrwRch9TPquAnXNeCnOF17H2vFiQu4BP%2BLM0wx8R9EIUefdEMD6GuLaTM7R3b0zQH3Zmcex87ITuzvTuY6SZ5XHQSR%2F6JOkr%2BpV6fHBUHMWDy6OMuVFOPuIyecQpO%2FYXAexdQfB9iyviERi9amPDtb1MyrTWueAgSpwWHc1RCOYLUUIaoLiPKAw05aLvwY6sgFGuT8q2zsqCXMokYzlQ5Khg4tfXZSeUcQw2f27v1mXkK8u%2FSYEyp%2BRq9ilGGKoyMCIPRgG4FpJpjMXs5VR5sKzNxJ3JEo7v%2FMiNDzeaF8ue%2FSyUJe0kRLlF2o1dVmSnGG%2BD4ImKelUpyFeS4P%2BYgBB0zG8s6yXvnIraGWrRVJ6U0owp69qdg%2FHlhKvA8rWT0GwP%2F%2FBgEn13%2ByGx7QiJEMUAsQJ0qCTuClZfFEYvwFiLGVs&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250325T161549Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYZO2DH6UF%2F20250325%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=6e0a8c868bc0b796fc02cd6d80750c2e779a43ffa90000c031ce8affaf273e9f&hash=11e324bf094e820b740cda55609dd1dec288ca402c54b72f51f4e9932f7833de&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=B9780323916981000145&tid=spdf-7aaaeff3-ad63-47bf-b71e-96ecdd69d343&sid=21f059f7210af447784bce7-749d89731d0dgxrqa&type=client&tsoh=d3
https://panageas.github.io/agt22slides/multiagent.pdf
https://panageas.github.io/agt22slides/multiagent.pdf
https://www.marl-book.com/download/marl-book.pdf
https://www.marl-book.com/download/marl-book.pdf
https://www.marl-book.com/download/marl-book.pdf
https://web.media.mit.edu/~cynthiab/Readings/tan-MAS-reinfLearn.pdf
https://arxiv.org/pdf/1511.08779
https://arxiv.org/abs/1706.05296
https://arxiv.org/abs/1803.11485
https://arxiv.org/abs/2011.00382
https://proceedings.neurips.cc/paper_files/paper/2020/file/7967cc8e3ab559e68cc944c44b1cf3e8-Paper.pdf
https://arxiv.org/abs/2103.01955
https://arxiv.org/abs/2104.06655
https://arxiv.org/abs/1706.02275
https://www.sciencedirect.com/science/article/pii/S0925231220309796
https://arxiv.org/abs/2203.10603
https://arxiv.org/pdf/2307.11620
https://arxiv.org/html/2409.00717v1
https://arxiv.org/abs/2109.01178
https://arxiv.org/pdf/2304.03442
https://arxiv.org/pdf/2304.03442
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Single Agent 
Reinforcement 

Learning

Multi-Agent 
Reinforcement 

Learning

Game Theory



Normal-Form Games (Bandits++)

14Albrecht (2024)

https://www.marl-book.com/download/marl-book.pdf


Most Popular Normal-Form Game: Rock, Paper, Scissors!

15

• A single-shot, simultaneous, full-
information game

• Single shot: Played once

• Simultaneous: Both actions are 
revealed at once

• Full-information: Everything about 
the game is known (in this case, the 
costs / rewards)

Vinitsky (2024)

https://www.marl-book.com/download/marl-book.pdf


Most Popular Normal-Form Game: Rock, Paper, Scissors!

16

• A single-shot, simultaneous, full-
information game

• Single shot: Played once

• Simultaneous: Both actions are 
revealed at once

• Full-information: Everything about 
the game is known (in this case, the 
costs / rewards)

Vinitsky (2024)

https://www.marl-book.com/download/marl-book.pdf


Normal-Form Games (Bandits++)

17Vinitsky (2024)

Zero-Sum Game Common Reward Mixed Reward

We won’t go over the various ways to solve NFGs from evaluative 
feedback, but this is a well studied area of game theory!

https://www.marl-book.com/download/marl-book.pdf


Markov Games (MDPs++)

18Albrecht (2024)

https://www.marl-book.com/download/marl-book.pdf


Markov Games (MDPs++)

19Albrecht (2024)

• Sequential Decision Making: state changes over time (could 
be finite or infinite horizon).

• Simultaneous: Both agents take actions at the same time.

• System Dynamics: The actions of both agents (joint action) 
determine the subsequent state.

Each agent has four actions:

{UP, LEFT, DOWN, RIGHT}

A step forward in the game is 
a joint action

𝒂 ∈ 𝑨 = 𝑨𝟎  × 𝑨𝟏× ⋯ ×  𝐀𝐍

https://www.marl-book.com/download/marl-book.pdf


Competition (2-player games)

20

We already talked about strategies for learning turn-based 2-player 
games when we covered AlphaGo and AlphaZero!



Cooperation!

21Albrecht (2024)

For today, let’s focus on the collaborative case.

Our objective will be to maximize the collective welfare of the entire system.

All agents still have independent reward signals

𝑟0, 𝑟1, … , 𝑟𝑁

max
𝜋0,𝜋1,…,𝜋𝑁

𝐸 𝜋0,𝜋1,…,𝜋𝑁


𝑡=0

∞



𝑖=0

𝑁

𝛾𝑡 𝑅𝑖(𝑠𝑡 , 𝜋𝑖 𝑠𝑡 , 𝑠𝑡+1)

https://www.marl-book.com/download/marl-book.pdf


Apple Picking Task

22

• N agents must collect all apples, but some apples 
cannot be picked alone and require teamwork!

• Each agent has a “level” that indicates how skilled 
they are at picking apples.

• Each apple has a “level” that indicates how difficult 
it is to pick that apple.

• An apple can only be collected if the sum of agent 
levels simultaneously picking it is greater than or 
equal to the level of the apple.

• Discrete action space with 6 actions.
• A = {UP, DOWN, LEFT, RIGHT, COLLECT, NO_OP}

• Reward is +1 for all agents every time an apple is 
picked.

Albrecht (2024)

https://www.marl-book.com/download/marl-book.pdf


Simplest Solution: Convert MARL to RL

23Albrecht (2024)

The simplest way to apply RL algorithms to multi-agent settings is to reduce the problem to a single-
agent problem and apply traditional RL techniques.

Central Learning Independent Learning

• Apply one single-agent RL algorithm 
to control all agents centrally.

• A central policy is learned over the 
joint action space 𝐴 = (

)
𝐴1  × 𝐴2  ×

⋯ × 𝐴𝑁 .

• Apply single-agent RL algorithms to 
each agent independently.

• Agents do not explicitly consider or 
represent each other!

https://www.marl-book.com/download/marl-book.pdf


Centralized Learning: Algorithm

24

Central Policy
(max over Q-Values) 

Agent 
0

Agent 
1

+

Joint action (𝑎𝑡)

𝑎1
𝑡𝑎0

𝑡

En
vi

ro
nm

en
t

𝑠𝑡+1

(𝑠𝑡, rt)

𝑟𝑡
𝑟0

𝑡 𝑟1
𝑡

We learn q-values over the space of joint-actions, so the algorithm 
doesn’t know that we are training multiple agents.

Single-agent RL doesn’t know how to process multiple reward signals, 
so we must transform the joint reward into a scalar reward.



Independent Learning: Algorithm

25

IQL doesn’t have any information about the other agents.

It solely tries to model its own reward interactions in it’s Q table.

Policy 0
max

𝑎0

(𝑄0) 

Agent 
0

Agent 
1

𝑎1
𝑡𝑎0

𝑡

En
vi

ro
nm

en
t

(𝑠𝑡, r0
t )

(𝑠𝑡+1, 𝑟1
𝑡)

Policy 1
max

𝑎1

(𝑄1) 
(𝑠𝑡, 𝑟1

𝑡)

(𝑠𝑡+1, 𝑟0
𝑡)



CQL + IQL: Results

26Albrecht (2024)

https://www.marl-book.com/download/marl-book.pdf


Quiz: Why does IQL learn faster than CQL?

27



Centralized Learning: Challenges

28

• Works great for low N! But exploration suffers exponentially as N grows.

• Physical Limitations. In robotics/real world tasks we cannot assume that we 
have centralized control over all agents (or even if we do there are major 
communication/latency issues!)

• Requires the scalarization of reward signals, which is sometimes not possible.

Number of Agents in Apple Picking (N) Size of Joint Action Space (|A|)

2 36

3 216

4 1296

5 7776

Albrecht (2024)

ෑ

𝑖=0

𝑁

|𝐴𝑖| = 6𝑁

https://www.marl-book.com/download/marl-book.pdf


Independent Learning

29Albrecht (2024)

• It performs fairly compared to a lot of SOTA MARL algorithms!

• All single-agent algorithms have been independently applied to MARL.

https://www.marl-book.com/download/marl-book.pdf


Independent Learning: Challenges

30Albrecht (2024)

• Much better scaling! Can be deployed easily on physical systems!

• Suffers from non-stationary environment dynamics.

• Depending on reward formulation, it suffers from poor credit assignment.

𝑃 𝑠′ 𝑠, 𝑎) = 𝑇 𝑠′  𝑠, 𝑎) Single Agent Dynamics

Multi Agent Dynamics
𝑃𝑖 𝑠′ 𝑠, 𝑎𝑖)

= 

𝑎−𝑖∈𝐴−𝑖

𝑇 𝑠′ 𝑠, 𝑎𝑖 , 𝑎−𝑖 ) ෑ
𝑗≠𝑖

𝜋𝑗(𝑎𝑗|𝑠𝑡)

Changes to environment state are not guaranteed to be the result of my actions

Probability of subsequent states stays constant over time.

https://www.marl-book.com/download/marl-book.pdf


The Credit Assignment Problem

31

Temporal Credit Assignment Which of my past actions were responsible for my earned reward?

Multi-Agent Credit Assignment Which agent was responsible for my earned reward?

𝑟0 = 𝑟1 = ⋯ = 𝑟𝑁

What happens when we shift to a common reward?
(i.e. all agents receive the same reward signal at time t)

Now the green agent gets some reward for the apple 
that the orange and blue agents did!

Recall that each agent its own reward signal

𝑟0, 𝑟1, … , 𝑟𝑁

Tasks are often formulated as common reward!



Middle Ground? CTDE Methods!

32

Can we create MARL algorithms that can still be deployed on a decentralized 
system while overcoming obstacles in scaling, stationarity, and credit assignment?

Centralized Training, Decentralized Execution. 

Utilize privileged centralized information at 
training time to determine how agent’s actions 

affect the rewards of the system and share 
experiences between agents.

At execution time, ensure that all each policy can 
independently execute, with zero dependencies 

on centralized information.

Independent Learning: Decentralized Training, Decentralized Execution

Central Learning: Centralized Training, Centralized Execution

Albrecht (2024)

https://www.marl-book.com/download/marl-book.pdf


Value Decomposition Networks

33Albrecht (2024)

https://www.marl-book.com/download/marl-book.pdf


QMIX: Non-Linear VDN

34



Other CTDE Extensions

35



Current Benchmarks and Challenges

36

Where to Deploy?

What Challenges require Multi-
Agent Learning right now?

How does deployment difficulty 
scale?



Current Benchmarks and Challenges

37AlphaStar (2019)



Current Benchmarks and Challenges

38Melting Pot (2024)

https://deepmind.google/discover/blog/melting-pot-an-evaluation-suite-for-multi-agent-reinforcement-learning/


Current Explorations: LLMs

39Schmidgall (2025)

https://arxiv.org/pdf/2501.04227


Current Explorations: LLMs

40Park (2023)

https://arxiv.org/pdf/2304.03442


What does my PhD Research Look Like?

Robot Swarm Learning + Sim2Real
[ICONS’24], [CoRR’24], [AAMAS’25]

Assistive Robotics
[HRI’25], [SciData‘24]

X-Embodiment Learning
[RLJ’24]

Multi-Agent Reinforcement Learning
[in preparation]

Repr. Learning + Behavior Discovery
[GECCO’23], [MRS’23] [AAMAS’25]



Multi-Agent Learning 
is still a young field 
and there’s lots of 

exciting work to do!

Let’s chat!
c.mattson@utah.edu
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